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Truly Intelligent Machines are Multimodal

Humans can process information from sight, 

hearing, smell, taste, and touch.

Processing information from multiple modalities is 

crucial for AI to mimic human intelligence.



STRUCTURAL MULTIMODAL DATA 



Problem Statement

Tables summarize information efficiently, but 
NLP research mostly focused on text-only tables.

Real-world tables often include images which 
are representing entities, such as:

● Products in e-commerce
● Team logos in sports
● Visual symptoms in medical comparisons
● Molecular diagrams in educational content
● Political Party Symbols
● and more…



MultiModal 
Tables

Visual Entity Linking
- especially implicit 

QA image → text

Visual: Symbols ($, face, 
A12), Colors, Patterns, 
infographic, Charts etc.

Structure: Hierarchical 
Tables/Lists, Hyperlink, 
Sub-header 5



Visual Questions
(even more challenging)

Q. How many states 
did party with lotus 
symbol govern?
A. 16 

Q. How many of these 
are with an Alliance 
partners.
A. 6

Q. Which is the oldest 
party election symbol?
A. Hand

6



Complex Question 
(Images + Charts)

Which team is ranked 5th and what is 
their points percentage?

Identify the team with the most number of 
draws. 

How many wins does Tottenham have?

Identify the team with 4 wins and a points 
percentage close to 30%.

Team with blue lion in its logo, has the 
highest goal difference of how much?

Team with a cannon logo has 14 points 
and a goal difference of -3. What is their 
current rank?

team with a lion has 14 points, scored 14 
goals, conceded with how many points?



More Examples

Sports: Symbols E-commerce: selling list



More Examples

Conflict and Politics: Logos Chemistry: Molecular Diagrams Medical: Symptoms





Challenges in Multimodal Tabular Reasoning

Entity Disambiguation: Identifying table entities for 
images using rows, headers, and other images as context.

Logical Reasoning: Applying complex reasoning, including 
numerical, temporal, commonsense, and entity-specific 
domain knowledge.

Multiple Images: Most VLMs handle single images; 
managing multiple structured images is challenging.

Contextual Understanding: Integrating information from 
various table parts and images for accurate interpretation.

Scalability Issues: Analyzing large tables with many 
images is resource-intensive and complex.



Dataset Recasting Pipeline
We repurpose four existing Wikipedia Table QA 
Datasets:

WikiSQL benchmark model capabilities in parsing 
entities accurately to answer SQL-based questions.

WikiTableQuestions include questions which require 
more complex reasoning.

FeTaQA include long-form answer questions which 
involve multiple row/column reasoning.

HybridQA includes contextual passages beyond 
tables, which require hybrid complex reasoning



Dataset Recasting Pipeline
Converting a text table to multimodal requires 
mapping entity mentions to images.

Since a Wikipedia URL points to a unique 
infobox/Wikidata image, we can map

entity mentions → Wiki URL → Wiki images

We use page links to scrape raw HTML and 
apply the Jaccard Coefficient to locate tables.



Dataset Recasting Pipeline
We extract the Wikipedia links from the HTML 
and find their corresponding images.

We prioritize Wikipedia Infobox images and 
using a defined 

- priority order for Wikidata images 
- Our order: image, logo image, flag image, 

coat of arms image, service ribbon image.



Dataset Recasting Pipeline
We filter entities for img replacement based on 

- wikidata P31 "instance of" property 
- wikipedia pageviews to find popular 

(recognizable) images.

We also replace linked text in tables with 
images from Wikipedia URLs.

We replace images in up to 75% of a column 
and exclude tables with < 30% images per 
column.



MMTabQA Question Types
Explicit: Directly mention an entity replaced by an 
image.

Answer-Mention: Answer includes an 
image-replaced entity, but the question does not.

Implicit: Use an image-replaced entity in 
reasoning without mentioning it in QA.

Visual: Focus on visual aspects, limited to 
specific categories like logos and flags.

- Image Prompting: VLM (Gemini 1.0) identifies 
category-specific attributes for images.

- Attribute Replacement: LLM (Gemini) provides and 
replaces attributes for explicit entity images in questions.



MMTabQA Validation
Table Validation: We verify the correctness of 
entity replacements in recast tables.

- We sample 250 tables from each data source, 
totaling 750 tables.

- Three annotators rates all unique (image, 
original_text) pairs / table.

Label 0 ⇒ incorrect image for the entity.

Label 1 ⇒ image represents the entity but is ambiguous.

Label 2 ⇒ image clearly represents the entity.



MMTabQA Validation
Table Validation: We verify the correctness of 
entity replacements in recast tables.

- We sample 250 tables from each data source, 
totaling 750 tables.

- Three annotators rates all unique (image, 
original_text) pairs / table.

Question Validation:

- Repurposed Questions: Explicit, answer-mention, 
and implicit questions from validated datasets.

- Visual Synthetic Questions: Require validation 
rating 500 recast questions

- 21.46% scored as incorrect 
- 78.54% scored as appropriate.

Label 0 ⇒ incorrect image for the entity.

Label 1 ⇒ image represents the entity but is ambiguous.

Label 2 ⇒ image clearly represents the entity.



MMTabQA Examples



MMTabQA  Statistics

refer paper for other statistics



MMTabQA  Statistics
Large 69,740 questions across 25,026 tables, featuring a diverse range of images.



Partial Input Baseline

Images are excluded; image tags are replaced with placeholders.

The model guesses entities from image tags for question answering.

Acts as a lower bound for performance evaluation benchmark.

Models with direct image access should outperform this baseline.

Party Flag Election 
symbol

Political 
Position

Ideology Founded Leader

Aam
Aadmi
Party

<name 
entity>

<name entity> Centre Populism
Secularism
Composite 
nationalism
Socialism

November

2012
(10 years 

ago)

Arvind

Kejriwal

Party Flag Election 
symbol

Political 
Position

Ideology Founded Leader

Aam
Aadmi
Party

AAP AAP Centre Populism
Secularism
Composite 
nationalism
Socialism

November

2012
(10 years 

ago)

Arvind

Kejriwal



Image-captioning Baseline
Converts tables to text-only using captions generated by VLMs.

Entity Prediction: 
● VLMs predicts entities for the images infobox-style tables.
● VLMs generate caption and visual descriptions for each 

and every image.
Party Flag Election 

symbol
Political 
Position

Ideology Founded Leader

Aam
Aadmi
Party

aap
broom
blue

Aam
Aadmi
Party

black broom
lying 

horizontally

Centre Populism
Secularism
Composite 
nationalism
Socialism

November

2012
(10 years 

ago)

Arvind

Kejriwal



Image-captioning Baseline
Converts tables to text-only using captions generated by VLMs.

Entity Prediction: 
● VLMs predicts entities for the images infobox-style tables.
● VLMs generate caption and visual descriptions for each 

and every image.

Question Answering:
● LLMs uses tables, questions, predicted entities, and visual 

descriptions to generate answers.
● Perform better with visual information, including captions 

and descriptions, especially for visual questions.

High computational cost due to image captioning, 
transforms task into text-only for LLM processing.

Party Flag Election 
symbol

Political 
Position

Ideology Founded Leader

Aam
Aadmi
Party

aap
broom
blue

Aam
Aadmi
Party

black broom
lying 

horizontally

Centre Populism
Secularism
Composite 
nationalism
Socialism

November

2012
(10 years 

ago)

Arvind

Kejriwal



Table-Image Baseline

Creates an image of the entire table, including the entity images

Inputs both the table image and textual question into the model.

Combines visual and textual modalities directly a.k.a screenshot



Interleaved Image-text Baseline

Integrates both visual and textual modalities comprehensively together.

Unlike prior approaches combines modalities for optimal representation.

Balances visual & textual inputs for improved text-visual understanding.

Use LLMs for row pruning for efficiency on the open source models.

Party Flag Election 
symbol

Political 
Position

Ideology Founded Leader

Aam
Aadmi
Party

Centre Populism
Secularism
Composite 
nationalism
Socialism

November

2012
(10 years 

ago)

Arvind

Kejriwal



Oracle-Entity Replaced Baseline

Evaluates textual tables where entities are replaced by original ones from the multimodal tables.

Sets an upper bound for performance in explicit, answer-mention, and implicit questions.

Not suitable for visual questions & assumes perfect entity disambiguation for tabular reasoning.

Party Flag Election 
symbol

Political 
Position

Ideology Founded Leader

Aam
Aadmi
Party

aap
broom
logo

Aam
Aadmi
Party

broom
Logo

Aam
Aadmi
Party

Centre Populism
Secularism
Composite 
nationalism
Socialism

November

2012
(10 years 

ago)

Arvind

Kejriwal



Full Results

Results on sampled subset.

Substring match for 
Wiki-related data sources 

ROUGE-L for FetaQA data 
source. 

Best model performances are 
highlighted in  .

EQ - Explicit, 
AQ - Answer-Mention 
IQ - Implicit 
VQ -Visual

Red

Best Performance



Across Approaches Comparisons

Partial Input Baseline

- Lower Bound: Sets the lower limit for performance.
- Expectation: Models with image access should perform 

better.

Oracle-Entity Replaced Baseline

- Upper Bound: Sets the upper limit for performance.
- Ideal Conditions: Assumes perfect entity 

disambiguation.

Table-as-image Baseline

- Improvement: Better than Partial Input baseline.
- Limitation: Struggles with interpreting table 

structure from images.

Interleaved Image-text Baseline

- Enhanced Performance: Better than 
Table-as-image baseline.

- Limitation: Does not reach the upper bound 
performance.

Image-as-caption Approach

- Moderate Performance: Better than 
Table-as-image baseline.

- Less Effective: Not as good as Interleaved 
Image-text baseline.



Across Question Types

Explicit Questions:

Contain clear, specific entity mentions.

Achieve the highest parameter scores.

Implicit Questions:

Require additional reasoning to infer answers.

lower performance compared to explicit questions.

struggle as require multi-step or intricate reasoning

Explicit Answer Mention Questions:

Challenge due to the need for precise entity disambiguation.

marked decrease in performance, in "Table as an Image" approach.

Visual Questions:

Perform better than answer-mention questions.

Require visual understanding of entities in images.

Show lower performance metrics (37.8% on WikiSQL, 35.25% on 

WTQ).

refer paper for other analysis



Across Data-QA Types

Explicit Questions:

Contain clear, specific entity mentions.

Achieve the highest parameter scores.

Implicit Questions:

Require additional reasoning to infer answers.

lower performance compared to explicit questions.

struggle as require multi-step or intricate reasoning

Contrast: WikiSQL vs. WikiTableQuestions:

Implicit questions perform better in WikiSQL (52.3% vs. 47.08%).

Explicit questions perform better in WikiTableQuestions (WTQ).

Explicit Answer Mention Questions:

Challenge due to the need for precise entity disambiguation.

marked decrease in performance, in "Table as an Image" approach.

Visual Questions:

Perform better than answer-mention questions.

Require visual understanding of entities in images.

Show lower performance metrics (37.8% on WikiSQL, 35.25% on 

WTQ).

Anomalous FeTaQA Dataset: 

Current metrics limit the extent of inferences.



Where do Model Fails?

● models often misidentify entities from the present images

○ struggle to recognize crucial visual elements

● difficulties handling excessive (multiple images) content

○ leading to incomplete or incorrect retrievals

● even when models correctly identify entities

○ can still reach incorrect conclusions (reasoning)

● open-source underperform compared to closed-source ones

○ drop performance as image complexity increases.
○ resulting in inaccurate interpretation & limited reasoning abilities
○ possibly models often lack robust vision encoders

enhancing VLMs with MMTabQA for real-world multimodal tables



Takeaway

VLM Struggle
Entity Disambiguation within 
Table Contexts (Fig. 3(a)).

Concurrent Inference from 
Multiple Images (Fig. 3(b)).

Identification of Visual 
Attributes in Images (Fig. 3(c)).



APPENDIX





Error Analysis

Incorrect Entity 
Disambiguation

Pick CFL Team Player Position College

19 Ottawa 
Renegades

Patrick 
Kabongo

DT

20 Edmonton 
Eskimos

Dounia 
Whitehouse

CB

21 Hamilton 
Tiger-Cats

Kevin Scott LB

.

.

26 Edmonton 
Eskimos

Joseph 
Bonaventura

LB Saint Mary's

Reason: The question asks for the 
college of the player drafted by the 
Hamilton Tiger-Cats. The table shows 
the CFL team, player, position, and 
college for each pick in the draft. The 
Hamilton Tiger-Cats are listed in row 21, 
and the college for the player in that row 
is represented by an image of a man 
with a beard holding a hammer. This 
image is the logo for the University of 
Louisiana at Lafayette, also known as 
the University of Louisiana-Lafayette.

Predicted: 
University of Louisiana at Lafayette

Gold: 
California PA

Question: What college did the player 
for the Hamilton Tiger-Cats go to?



Error Analysis

Incorrect 
Reasoning

Institution Location Athletic 
nickname

Undergradu
ate 
enrollment

Graduate 
enrollme
nt

New York

Big Red 13,931 6,702

7,181 14,044

University of 
Pennsylvania

10,337 10,306

.

.

New Haven, Connecticut 5,275 6,391

New York Reason: The question asks for the 
university with the most 
undergraduate enrollment after 
Cornell University. We need to find 
the university with the highest 
undergraduate enrollment among 
the remaining universities in the 
table. We can identify the 
universities by their logos and then 
compare their undergraduate 
enrollment numbers.

Predicted: 
Yale University, Harvard University

Gold: 
University of Pennsylvania

Question: Which university has the 
most in undergraduate enrollment 
after cornell university?



Error Analysis

Incorrect 
Retrieval

Team First 
Played

Win Draw Loss Points 
For 

Points 
Against

Austria 2006 1 0 0 34 32

Czech 
Republic

2007 3 0 1 206 72

2006 1 0 0 38 24

2008 0 0 2 56 100

Serbia 2007 1 0 4 61 238

Reason: The question asks for the 
number of teams that scored exactly 
38 points. Looking at the table, we 
can see that the team represented 
by the image of a shield with two 
blue lions scored 38 points. The 
team represented by the image of a 
red and white flag also scored 38 
points. Therefore, there are two 
teams that scored exactly 38 points.

Predicted: 2

Gold: 1

Question: How many teams scored 
exactly 38 points?



Error Analysis

Incorrect 
Visual 

Reasoning

Rank Nation Gold Silver Bronze Total

1 17 27 13 57

4 8 6 4 18

7 3 1 2 6

8 3 3 8 14

12 1 0 0 1

15 0 1 2 3

Reason: The table shows the medal 
table for the 1984 Central American and 
Caribbean Junior Championships in 
Athletics. The question asks for the total 
number of gold medals won by Jamaica, 
Colombia, and the country whose flag is 
a rectangle with green, red, white, and 
yellow colors. The flag with green, red, 
white, and yellow colors is the flag of 
Venezuela. Jamaica won 8 gold medals, 
Colombia won 3 gold medals, and 
Venezuela won 3 gold medals.

Predicted: 14

Gold: 12

Question: what is the total number of 
gold medals won by jamaica, colombia, 
and the country whose flag is a 
rectangle with green, red, white and 
yellow colors?



Multimodal Image-Text Processing
● Previously, NLP and Computer Vision were considered challenging fields in 

Computer Science.
● The advent of Transformer Architecture and models like BERT, ViT, and GPT 

revolutionized both fields.

● This advancement paved the way for combining both fields into Multimodal 
Image-Text Processing.

● Key tasks in this domain include Image Captioning, Visual Question 
Answering, Image Retrieval, Image-Text Sentiment Analysis, and Multimodal 
Summarization.



Large Language Models
● LSTMs and ELMo were state-of-the-art until 2017 

when the Transformer architecture led to the 
development of first-generation LLMs like BERT 
and GPT.

● These models showcased emergent abilities such 
as zero-shot learning, in-context learning, and 
Chain of Thought (CoT) reasoning.

● Current state-of-the-art LLMs include GPT-4, 
LLaMa 3, Gemini.



Large Language Models
● Multimodal Transformers like CLIP, Visual BERT, and 

ViLT process text, images, audio, and point cloud 
data, inspired by NLP models.

● Recent MLLMs like GPT-4V and Gemini-Vision 
expand LLM capabilities across multiple modalities, 
building on models such as GPT-3.5.

● Our work focuses on experiments with the 
Gemini-1.0-Pro family of models due to accessibility 
and resource constraints with other LLMs/MLLMs.


