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Table Reasoning

• Table Reasoning involves:
• Fact Verification

• Tabfact
• Question Answering (QA)

• WikiTQ (Short form QA)
• FetaQA (Long form QA)

• Tabular Reasoning involves reasoning 
over unstructured text and structured 
data.

• It combines natural language 
understanding with structured data 
analytics.
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Traditional Approaches for Tabular Reasoning
• Traditional methods leveraging Large Language Models (LLMs) use either 

semantic reasoning or symbolic reasoning approaches for tabular reasoning.

LLM

LLM

Question: <Question>

Question: <Question>

Answer: <Answer>

Answer: <Answer>

• Semantic Reasoning

• Symbolic Reasoning
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Challenges in Traditional Approaches

Semantic Reasoning Symbolic Reasoning

Excels in natural language understanding 
and common-sense queries

Handles noisy/ unstructured data

Misinterprets table structure for long 
tables

Struggles with quantitative 
problem-solving

Struggles with noisy/ unstructured inputs

Struggles with complex lexical queries

Excels in quantitative reasoning and 
mathematical reasoning

Handles longer table data

Either methods fall short due to the complexities of data and intricate table 
structures.
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Can we efficiently integrate both symbolic and textual approaches into a 
hybrid method to leverage their complementary benefits to enhance tabular 
reasoning?

H-STAR: A Hybrid Approach

Semantic Reasoning Symbolic Reasoning

Common-sense/ lexical queries

Noisy/ unstructured data

Long table data

Quantitative problem-solving

Hybrid
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H-STAR: A Hybrid Approach
Integrates symbolic and semantic reasoning to get the best of both worlds. 

H-STAR consists of:

1. Table Extraction: LLMs struggle on reasoning for longer tables.

○ Only few cells are relevant, the rest acting as noise leading to hallucinations

○ Use multi-view approach (table transpose) for column extraction followed by row 
extraction.
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How many years after 1936 did NY Americans win the national cup?
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H-STAR: A Hybrid Approach
Integrates symbolic and semantic reasoning to get the best of both worlds. 

H-STAR consists of:

1. Table Extraction: LLMs struggle on reasoning for longer tables.

○ Only few cells are relevant, the rest acting as noise leading to hallucinations

○ Use multi-view approach (table transpose) for column extraction followed by row 
extraction.

2. Adaptive Reasoning: LLM chooses between symbolic and semantic methods. 

○ Uses symbolic reasoning for quantitative, mathematical, and logical tasks.

○ Semantic reasoning for direct lookup, common-sense, and lexical queries.
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How many years after 1936 did NY Americans win the national cup?
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Main Results

H-STAR outperforms state-of-the-art methods such as Chain-of-Table, 
TabSQLify, BINDER, and DATER across diverse models and datasets!
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Effective Table Extraction

Succinct Table Extraction
(# of cells reduce in final extraction)

Effective on Longer Tables

H-STAR efficiently reduces the table size leading to a better overall 
performance, particularly over longer tables (> 4000 tokens).
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All steps are essential 
• Table extraction is essential
• Adaptive reasoning is essential

Hybrid approach is essential
• SQL and Text extraction helps
• SQL and Text reasoning helps

Ablation Analysis
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H-STAR outperforms on FetaQA 
long-form Question Answering 
(Human Evaluation)

Error Analysis

• H-STAR is better at table 
extraction

• Adaptive reasoning works 
better (27/80 incorrect)

Analysis
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Summary
• Integrating symbolic & textual reasoning, H-STAR achieves the best of 

both worlds, outperforming state-of-the-art approaches for table reasoning

• Decomposing the task into two modular steps is very effective.

• Table Extraction provides the LLM with the right context for right reasoning.

• Adaptive Reasoning i.e. augmenting semantic reasoning with symbolic 

reasoning is effective.
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